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Prior works have demonstrated many advantages of cumulative statistics over the classical meth-
ods of reliability diagrams, ECEs (empirical, estimated, or expected calibration errors), and ICIs
(integrated calibration indices). The advantages pertain to assessing calibration of predicted prob-
abilities, comparison of responses from a subpopulation to the responses from the full population,
and comparison of responses from one subpopulation to those from a separate subpopulation. The
cumulative statistics include graphs of cumulative differences as a function of the scalar covariate, as
well as metrics due to Kuiper and to Kolmogorov and Smirnov that summarize the graphs into single
scalar statistics and associated P-values (also known as “attained significance levels” for significance
tests). However, the prior works have not yet treated data from biostatistics.

Fortunately, the advantages of the cumulative statistics extend to the Behavioral Risk Factor Surveil-
lance System (BRFSS) of the Centers for Disease Control and Prevention. This is unsurprising, since
the mathematics is the same as in earlier works. Nevertheless, detailed analysis of the BRFSS data
is revealing and corroborates the findings of earlier works.

Two methodological extensions beyond prior work that facilitate analysis of the BRFSS are (1) em-
pirical estimators of uncertainty for graphs of the cumulative differences between two subpopulations,
such that the estimators are valid for any real-valued responses, and (2) estimators of the weighted
average treatment effect for the differences in the responses between the subpopulations. Both of
these methods concern the case in which none of the covariate’s observed values for one subpopula-
tion is equal to any of the covariate’s values for the other subpopulation. The data analysis presented
reports results for this case as well as several others.
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1 Introduction

A classic paradox popularized by Simpson (1951) is that aggregating data without consideration for a con-
founding covariate may result in an empirical estimate of the average treatment effect (ATE) having a sign
opposite to the signs of the conditional ATEs (which are simply the ATE conditioned on the observed values
of the covariate). This Simpson’s Paradox can happen if the covariate is a confounder and the distributions of
the covariate are different for the treated and untreated subpopulations, so that the averages in the estimated
ATE are taken over different distributions of the covariate. In other words, the observed responses from one
subpopulation might look greater than the responses from another subpopulation at the individual values
of the covariate, while the average difference in responses could be in the other direction when aggregating
without controlling for the confounding covariate, if the distributions of the covariate for the different sub-
populations are sufficiently different. This poses a dilemma: aggregating across more values of the covariate
averages away randomness to make the estimates less noisy, but then sacrifices the power to resolve effects
at different values of the covariate. There is a large literature studying such trade-offs, particularly in the
context of traditional methods for assessing calibration and for assessing differences between subpopulations;
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the traditional methods are the ICIs (integrated calibration indices) of Austin & Steyerberg (2019) and the
ECEs (empirical, estimated, or expected calibration errors) and reliability diagrams reviewed by Bröcker &
Smith (2007), Bröcker (2008), Wilks (2019), and others.

Fortunately, cumulative statistics can avoid making any such explicit trade-off between resolution and
reliability when studying the differences in responses from two subpopulations as a function of a scalar real-
valued covariate. The graph of the cumulative difference in responses between the subpopulations displays
the (weighted) average difference over any interval of the covariate as the expected slope of the secant line
connecting the two points corresponding to the edges of the interval. And an easily computed metric due
to Kuiper (1962) summarizes into a single scalar statistic the differences across the full range of the covariate;
the Kuiper metric is the magnitude of the total difference in responses between the subpopulations, totaled
over the interval of the covariate for which the magnitude of the total is greatest. (The totals are normalized
such that totaling over all possible values of the covariate yields the weighted average treatment effect.)

A range of publications details various different kinds of comparisons. Comparing a subpopulation
to the full population is treated by Tygert (2021b). Comparing two subpopulations directly, under the
assumption that the subpopulations’ sets of observed values of the covariate are disjoint, is treated by Tygert
(2021c). Comparing two subpopulations directly, under the assumption that each observed response from
one subpopulation at a given value of the covariate comes paired with exactly one response from the other
subpopulation at the same value of the covariate, is treated by Kloumann et al. (2023). Comparing a
subpopulation to the special case in which the expected response is a probability equal to the corresponding
value of the covariate is treated by Arrieta-Ibarra et al. (2022) and Tygert (2021b). Efficient computational
methods for calculating P-values (also known as “attained significance levels”) for formal significance tests
are detailed by Tygert (2023). Section 2 below reviews all this methodology for the case of responses from
subpopulations at values of a single scalar covariate (in which case the values of the covariate are known as
“scores”). Extensions to conditioning on (also known as “controlling for”) multiple covariates are proposed
by Tygert (2021a). A comprehensive treatment of assessing the calibration of predicted probabilities that
includes complete, rigorous proofs of the statistical inferiority of the ECEs and ICIs was given by Arrieta-
Ibarra et al. (2022); the present paper focuses on comparing subpopulations, instead.

None of the prior publications mentioned in the previous paragraph considers data from biostatistics.
That raises the question of whether the solutions provided in the prior works apply to data from biomedical
disciplines, too. The present paper answers affirmatively: the mathematics is the same as before and thus
pertains just as well to a key biomedical data set, namely, the Behavioral Risk Factor Surveillance System
(BRFSS) of Centers for Disease Control and Prevention (2022). Section 3 below reports empirical results
with the BRFSS data. Section 3 also gives indications that the methodology should generalize to data
from the social sciences, pointing to data from Taylor & Mickel (2014) about expenditures from California’s
Department of Developmental Services.

In order to handle the aforementioned data sets most completely, the present paper makes two minor
contributions beyond what prior work presented: First, when two subpopulations’ sets of observed values of a
covariate are disjoint from each other’s, Subsection 2.3 below provides an empirical estimator in formula (29)
of uncertainty in the graph of cumulative differences between the subpopulations (and the estimator is
suitable for use in calculating P-values, too). Second, Subsection 2.4 introduces simplified estimators of the
weighted average treatment effect for the differences between the subpopulations’ responses. To be precise,
the weighted average treatment effect (ATE) is the weighted average of differences in responses between the
subpopulations, averaged over all values for the covariate. Both contributions pertain to the case when the
two subpopulations’ sets of values of a covariate are disjoint from each other’s, which of course happens
precisely when none of the covariate’s values for one of the subpopulations is equal to any of the covariate’s
values for the other subpopulation.

The rest of the present paper has the following structure: First, Section 2 sets notation and reviews the
cumulative methodologies of prior works. Section 2 also introduces the aforementioned two refinements, at
the end of Subsection 2.3 and in Subsection 2.4. Then, Section 3 presents results of applying the methodology
to the BRFSS of Centers for Disease Control and Prevention (2022) and points to software for analyzing
the data of Taylor & Mickel (2014).1 Finally, Section 4 draws some conclusions. Appendix A reviews the
construction of the traditional reliability diagrams that Section 3 compares to the cumulative methods.

1An open-source software package that can automatically reproduce all results reported in the present paper is available at
https://github.com/facebookresearch/cumbiostats
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Figure 1: When comparing directly two subpopulations in which no score for one subpopulation is equal to
any score for the other subpopulation, we partition the original scores (×’s and ◦’s) as indicated and form
the corresponding local weighted averages of scores (S̃0

1 , S̃
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2 , . . . , S̃

0
n; S̃

1
1 , S̃

1
2 , . . . , S̃
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1
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2, . . . , R̃

1
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0
n ; W̃

1
1 , W̃

1
2 , . . . , W̃

1
n ; with n = 10 in this figure) also derive from the

figure according to the same groups as for the scores and responses.

2 Methods

This section introduces the statistical methodology of the present paper. Subsections 2.1, 2.2, and 2.3
review prior work on graphs and scalar summary statistics of the cumulative differences (1) between two
subpopulations whose observations are paired, (2) between a subpopulation and the full population, and (3)
between two subpopulations whose sets of observed values for their covariate are disjoint from each other’s,
respectively. Subsection 2.3 includes formula (29) — an estimator of uncertainty in the graphs and summary
statistics that can handle arbitrary real-valued responses, unlike the estimators discussed in prior works.
Subsection 2.4 then presents an estimator for the corresponding weighted average treatment effect that has
both advantages and disadvantages relative to prior propositions. Appendix A reviews reliability diagrams.

Before proceeding to the subsections, we set some notational conventions used throughout.
For the covariate, we consider a set of distinct real-valued scalar scores, S1 < S2 < · · · < Sℓ. Each score

Sk
j = Sj comes paired with a scalar response Rk

j and a positive scalar weight W k
j , for j = 1, 2, . . . , ℓ; and

k = 1, 2, . . . , mj . Thus, each score Sj gets repeated mj times, for j = 1, 2, . . . , ℓ. The total number of
observed triples (Sk

j , R
k
j ,W

k
j ) is m = m1 +m2 + · · ·+mℓ, as j = 1, 2, . . . , ℓ; and k = 1, 2, . . . , mj .

We consider subpopulations given by the pairs of indices i01 < i02 < · · · < i0n0
and (in the case of two

subpopulations) i11 < i12 < · · · < i1n1
, where i0j and i1j are ordered pairs (of indices) ordered lexicographically.

The lexicographical ordering means that i0j = (p, q) is less than i0k = (r, s) if and only if either p < r or both
p = r and q < s. By perturbing scores at random, we can ensure that each score becomes unique, that is,
m1 = m2 = · · · = mℓ = 1 and so m = m1 +m2 + · · ·+mℓ = ℓ.

When comparing a single subpopulation to the full population, we set n to be the number of different
values that the scores take for the subpopulation. There is no special need for every score to be distinct
when comparing a subpopulation to the full population — requiring m1 = m2 = · · · = mℓ = 1 is unnecessary
in this case. So, when comparing a subpopulation to the full population, we need not perturb the scores at
random to ensure that all the scores be unique. We omit such perturbations in the sequel when comparing
a subpopulation to the full population.

When comparing directly two subpopulations for which each score is distinct from all others, we determine
n via an analogue of Figure 1 (n = 10 in Figure 1).

In the case of paired samples, each score Sk
j comes paired not only with a scalar response Rk

j , but also

with a scalar response Qk
j , for j = 1, 2, . . . , ℓ; and k = 1, 2, . . . , mj . With paired samples, we take

n = ℓ. The case of paired samples does not require all the scores to be unique — there is no need for
m1 = m2 = · · · = mℓ = 1 with paired samples. There is no overwhelming advantage to perturbing the scores
at random to ensure their uniqueness for paired samples. However, the case of paired samples does require
that every score Sk

j come with exactly two responses, Rk
j and Qk

j , for j = 1, 2, . . . , ℓ; and k = 1, 2, . . . , mj .
Throughout, we assume that the responses are random variables while the scores and weights are non-

random (which is equivalent to conditioning on the observed values of the scores and weights). We assume
that the responses are all jointly independent as random variables.
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2.1 Paired samples

This subsection considers two subpopulations whose observations come together in pairs, with each observed
response from one subpopulation at a given score paired with an observed response from the other sub-
population at the same score. The present subsection simply reviews the work of Kloumann et al. (2023)
and Tygert (2023).

We form the weighted averages

R̃j =

∑mj

k=1 R
k
j W

k
j∑mj

k=1 W
k
j

(1)

and

Q̃j =

∑mj

k=1 Q
k
j W

k
j∑mj

k=1 W
k
j

(2)

for j = 1, 2, . . . , ℓ. We also form the aggregated weights

W̃j =

mj∑
k=1

W k
j (3)

for j = 1, 2, . . . , ℓ.
The accumulated weights are the aggregates A0 = 0 and

Aj =

∑j
k=1 W̃k∑ℓ
k=1 W̃k

(4)

for j = 1, 2, . . . , ℓ. The cumulative differences are C0 = 0 and

Cj =

∑j
k=1(R̃k − Q̃k) W̃k∑ℓ

k=1 W̃k

(5)

for j = 1, 2, . . . , ℓ. We set n = ℓ.
The expected slope of the secant line of the graph of Cj versus Aj from j − 1 to j is simply the ex-

pected difference between the response R̃j from one subpopulation and the response Q̃j from the other
subpopulation:

E
[
Cj − Cj−1

Aj −Aj−1

]
= E[R̃j ]− E[Q̃j ] (6)

for j = 1, 2, . . . , ℓ. Thus, the slope of a secant line connecting two points on the graph of Cj versus Aj

becomes the weighted average difference between the subpopulations over the long range of scores between
those two points where the secant line intersects the graph.

The weighted average treatment effect (ATE) is∑ℓ
j=1

∑mj

k=1(R
k
j −Qk

j )W
k
j∑ℓ

j=1

∑mj

k=1 W
k
j

= Cℓ, (7)

which is simply the ordinate (vertical coordinate) of the graph of Cj versus Aj at the rightmost abscissa
(horizontal coordinate).

Under the null hypothesis that the two subpopulations are drawn independently from the same underlying
probability distribution whose mean is E[R̃j ] = E[Q̃j ] at score Sj , an estimate of the variance of Cℓ is

σ2 =

∑ℓ
j=1(R̃j − Q̃j)

2 (W̃j)
2(∑ℓ

j=1 W̃j

)2 . (8)

Displaying at the origin of the plot a triangle whose tip-to-tip height is 4σ indicates the expected deviation
over the full range of scores at roughly the 95% confidence level.
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There are two natural statistics that summarize into single scalars the plots of cumulative differences.
Underlying both metrics is the fact that, under the null hypothesis of no deviation between the subpopula-
tions, the cumulative differences would follow a driftless random walk. Thus, under the null hypothesis, the
graph of cumulative differences would stay reasonably flat, not deviating significantly away from 0.

One metric is due to Kuiper (1962), the range of deviations:

Kuiper = max
0≤j≤ℓ

Cj − min
0≤j≤ℓ

Cj , (9)

where C0 = 0. An alternative expression for the Kuiper statistic is

Kuiper = max
1≤j≤k≤ℓ

∣∣∣∣∣
∑k

i=j(R̃i − Q̃i) W̃i∑ℓ
i=1 W̃i

∣∣∣∣∣ , (10)

which is simply the absolute value of the total weighted deviation between the subpopulations, totaled over
the interval of scores for which the magnitude of the total is greatest.

Another natural metric is due to Kolmogorov (1933) and Smirnov (1939), the maximum of the absolute
values of deviations:

Kolmogorov-Smirnov = max
1≤j≤ℓ

|Cj |, (11)

which unfortunately lacks the intuitive interpretation of (10).

2.2 Deviation of a subpopulation from the full population

This subsection compares a subpopulation to the full population, reviewing the work of Tygert (2021b)
and Tygert (2023).

We form the weighted averages

R̃j =

∑
k : (i0k)1=j R

(i0k)2
j W

(i0k)2
j∑

k : (i0k)1=j W
(i0k)2
j

(12)

and

Q̃j =

∑
i :Bj−1<Si≤Bj

∑mi

k=1 R
k
j W

k
j∑

i :Bj−1<Si≤Bj

∑mi

k=1 W
k
j

(13)

for j = 1, 2, . . . , ℓ, where

Bj =
Sj + Sj+1

2
(14)

for j = 1, 2, . . . , ℓ− 1,
B0 = −∞, (15)

and
Bℓ = ∞. (16)

We also form the aggregated weights

W̃j =
∑

k : (i0k)1=j

W
(i0k)2
j (17)

for j = 1, 2, . . . , ℓ.
As in Subsection 2.1, the accumulated weights are the aggregates A0 = 0 and

Aj =

∑j
k=1 W̃k∑ℓ
k=1 W̃k

(18)

for j = 1, 2, . . . , ℓ, and the cumulative differences are C0 = 0 and

Cj =

∑j
k=1(R̃k − Q̃k) W̃k∑ℓ

k=1 W̃k

(19)
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for j = 1, 2, . . . , ℓ. We set n to be the number of different values that the scores take for the subpopulation.
The expected slope of the secant line of the graph of Cj versus Aj from j − 1 to j is simply the expected

difference between the response R̃j from the subpopulation and the response Q̃j from the full population:

E
[
Cj − Cj−1

Aj −Aj−1

]
= E[R̃j ]− E[Q̃j ] (20)

for j = 1, 2, . . . , ℓ. Thus, the slope of a secant line connecting two points on the graph of Cj versus Aj

becomes the weighted average difference between the subpopulation and the full population over the long
range of scores between those two points where the secant line intersects the graph.

The weighted average treatment effect (ATE) is∑ℓ
j=1(R̃j − Q̃j) W̃j∑ℓ

j=1 W̃j

= Cℓ, (21)

which is just the ordinate (vertical coordinate) of the graph of Cj versus Aj at the rightmost abscissa
(horizontal coordinate).

Under the null hypothesis that the subpopulation and full population are drawn independently from the
same underlying Bernoulli distribution, an estimate of the variance of Cℓ is

σ2 =

∑ℓ
j=1 Q̃j(1− Q̃j)

∑
k : (i0k)1=j

(
W

(i0k)2
j

)2

(∑ℓ
j=1

∑
k : (i0k)1=j W

(i0k)2
j

)2 , (22)

assuming that there are many observations from the full population close in score to that for each observation
from the subpopulation (so Q̃j ≈ E[Q̃j ]). Displaying at the origin of the plot a triangle whose tip-to-tip
height is 4σ indicates the expected deviation over the full range of scores at about the 95% confidence level.

As in the other subsections, there are two standard statistics that summarize into single scalars the graphs
of cumulative differences. As before, under the null hypothesis of no deviation between the subpopulation
and the full population, the cumulative differences would follow a driftless random walk. So, under the
null hypothesis, the graph of cumulative differences would be reasonably flat and horizontal and not deviate
significantly away from 0.

One scalar summary statistic is due to Kuiper (1962), the range of deviations:

Kuiper = max
0≤j≤ℓ

Cj − min
0≤j≤ℓ

Cj , (23)

where C0 = 0. An alternative expression for the Kuiper statistic is

Kuiper = max
1≤j≤k≤ℓ

∣∣∣∣∣
∑k

i=j(R̃i − Q̃i) W̃i∑ℓ
i=1 W̃i

∣∣∣∣∣ , (24)

which is simply the absolute value of the total weighted deviation between the subpopulation and the full
population, totaled over the interval of scores for which the absolute value of the total is greatest.

The other standard metric is due to Kolmogorov (1933) and Smirnov (1939), the maximum of the absolute
values of deviations:

Kolmogorov-Smirnov = max
1≤j≤ℓ

|Cj |, (25)

which unfortunately lacks the intuitive interpretation of (24).

2.3 Deviation between two subpopulations whose sets of scores are disjoint

This subsection considers two subpopulations whose sets of scores are disjoint from each other’s, reviewing
the work of Tygert (2021c). The present subsection also introduces an empirical estimator of uncertainty
in the graphs of cumulative differences of responses between the two subpopulations and in the associated

6



scalar summary statistics; this estimator of (29) below is valid for any real-valued responses, not limited to
responses from Bernoulli distributions as in earlier works. The present subsection combines this estimator
with the approach of Tygert (2023), too.

Recall that the scores are sorted such that S1 < S2 < · · · < Sℓ. For comparing two general (not
necessarily paired as in Subsection 2.1) subpopulations directly, we require that none of the scores for one of
the subpopulations be equal to any of the scores for the other subpopulation; we can ensure this (that the sets
of scores for the subpopulations are disjoint from each other’s) by randomly perturbing the scores if necessary.
We can then sort all the indices for both subpopulations combined, as in Figure 1 (reversing the labels 0
and 1 for the subpopulations if necessary). As shown in the figure, we group together the largest contiguous
ranges of scores for the subpopulations that do not intersect the other ranges. We denote by S̃0

1 the weighted
average of all scores in the leftmost group for subpopulation 0; we denote by S̃1

1 the weighted average of all
scores in the leftmost group for subpopulation 1. We denote by S̃0

2 the weighted average of all scores in the
second to leftmost group for subpopulation 0; we denote by S̃1

2 the weighted average of all scores in the second
to leftmost group for subpopulation 1. More generally, we denote by S̃0

j the weighted average of all scores in

the jth to leftmost group for subpopulation 0; we denote by S̃1
j the weighted average of all scores in the jth

to leftmost group for subpopulation 1. By construction, we obtain S̃0
1 < S̃1

1 < S̃0
2 < S̃1

2 < · · · < S̃0
n < S̃1

n,
where n is the total number of groups for each subpopulation (for simplicity of exposition, we assume that
there are n groups for each; another possibility is that subpopulation 1 has only n− 1 groups).

For every group of scores, we denote the associated weighted averages of responses by R̃k
j , so that R̃k

j is

the weighted average of responses corresponding to the weighted average score S̃k
j , for j = 1, 2, . . . , n; and

k = 0, 1. Similarly, for every group of scores, we denote the associated sum of weights by W̃ k
j , so that W̃ k

j

is the sum of the weights corresponding to the weighted average score S̃k
j for j = 1, 2, . . . , n; and k = 0, 1.

We then form the averages of the weighted average forward and backward differences according to Fig-
ures 2a and 2b. (Of course, the average of the forward and backward differences is a central, centered
difference.) We also form the corresponding totals of the weights according to Figures 2c and 2d. Finally,
we form the weighted cumulative differences C0 = 0 and

Cj =

∑j
k=1 Dk Tk∑2n−2
k=1 Tk

(26)

for j = 1, 2, . . . , 2n− 2. We also form the accumulated aggregate weights A0 = 0 and

Aj =

∑j
k=1 Tk∑2n−2
k=1 Tk

(27)

for j = 1, 2, . . . , 2n− 2.
The expected slope of the secant line of the graph of Cj versus Aj from j − 1 to j is simply the expected

centered difference Dj between the responses of the subpopulations being compared:

E
[
Cj − Cj−1

Aj −Aj−1

]
= E[Dj ] (28)

for j = 1, 2, . . . , 2n− 2. Thus, the slope of a secant line connecting two points on the graph of Cj versus Aj

becomes the weighted average difference between the subpopulations over the long range of scores between
those two points where the secant line intersects the graph.

Under the null hypothesis that the subpopulations are drawn independently from the same underlying
probability distribution, an estimate of the variance of C2n−2 is

σ2 =

∑2n−1
j=1 (Dj−1 −Dj)

2 (Tj−1 + Tj)
2

4
(∑2n−2

j=1 Tj

)2 , (29)

which includes a factor of 2 to adjust for the dependence between the even and odd entries of the sequence
D1, D2, . . . , D2n−2 and with D0 = D2n−1 = T0 = T2n−1 = 0; the factor of 4 in the denominator compensates
for including the weights twice prior to squaring them, and the aforementioned factor of 2 cancels with the
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Figure 2: When comparing directly two subpopulations whose sets of scores are disjoint from each other’s,
we form differences and sums as indicated, using the local weighted averages of responses (R̃0

1, R̃
0
2, . . . , R̃

0
n;

R̃1
1, R̃

1
2, . . . , R̃

1
n) and associated local sums of weights (W̃ 0

1 , W̃
0
2 , . . . , W̃

0
n ; W̃

1
1 , W̃

1
2 , . . . , W̃

1
n) from Figure 1.

need to divide by 2 to compensate for doubling the variance in the difference (Dj−1 −Dj) if Dj−1 and Dj

were independent. Notice how any linear trend will cancel in the difference (Dj−1 − Dj) from (29), with
the minor drawback of decreasing the resolution of the estimator, spreading the estimate across successive
entries j − 1 and j in the sequence. Displaying at the origin of the plot a triangle whose tip-to-tip height is
4σ indicates the expected deviation over the full range of scores at roughly the 95% confidence level.

As in the previous subsections, there are two natural metrics that summarize into single scalars the graphs
of cumulative differences. As before, under the null hypothesis of no deviation between the two subpopula-
tions, the cumulative differences would form a driftless random walk. Thus, under the null hypothesis, the
graph of cumulative differences would stay flat and horizontal and not deviate significantly away from 0.

One summary statistic is due to Kuiper (1962), the range of deviations:

Kuiper = max
0≤j≤2n−2

Cj − min
0≤j≤2n−2

Cj , (30)

where C0 = 0. An alternative expression for the Kuiper statistic is

Kuiper = max
1≤j≤k≤2n−2

∣∣∣∣∣
∑k

i=j Di Ti∑2n−2
i=1 Ti

∣∣∣∣∣ , (31)

which is simply the absolute value of the total weighted deviation between the subpopulations, totaled over
the interval of scores for which the absolute value of the total is greatest.

The other summary statistic is due to Kolmogorov (1933) and Smirnov (1939), the maximum of the
absolute values of deviations:

Kolmogorov-Smirnov = max
1≤j≤2n−2

|Cj |, (32)

which unfortunately lacks the intuitive interpretation of (31).
There are two possible definitions of the weighted average treatment effect (ATE) for this case of com-

paring directly two subpopulations whose sets of scores are disjoint. The first is simply ATE = C2n−2, as
discussed in earlier works. The results in the remainder of the present paper report a second possibility,
detailed in the following subsection.

2.4 Weighted average treatment effect between two subpopulations whose sets
of scores are disjoint

This subsection introduces an alternative to the estimator of the weighted average treatment effect from the
previous subsection, Subsection 2.3. The alternative has both advantages and disadvantages.

For every score S, we calculate the difference of the corresponding response from the response of the other
subpopulation at the greatest score less than S for which the other subpopulation has a response. We also
calculate the difference of the same corresponding response from the response of the other subpopulation

8



at the least score greater than S for which the other subpopulation has a response. We average these two
differences for each score S (making sure to subtract the response for subpopulation 1 from the response
of subpopulation 0 in all differences). We compute the weighted average of all such average differences,
weighted by the normalized weight associated with the score S (normalizing the weights such that their sum
is 1/2 for each subpopulation). This weighted average yields our weighted average treatment effect (ATE).

This ATE differs from the alternative (C2n−2) mentioned in the previous subsection mainly in the compu-
tation of differences between adjacent contiguous groups of scores, where each group corresponds to responses
from only one of the subpopulations, as Figure 1 illustrates. In the previous subsection, the difference is
between the weighted averages over all scores in a group. In the present subsection, the difference is between
the weighted average over all scores in one group from only the absolute nearest responses of the other
subpopulation (rather than from the weighted averages over all responses of the other subpopulation in the
neighboring groups). Here, “nearest” refers to proximity of the corresponding scores.

If the uniqueness of each score gets ensured via randomly perturbing the original scores, then the ATE will
vary a bit at random. The ATE proposed in the present subsection is less stable to the random perturbations
than the ATE defined in the previous subsection. The ATE proposed here is simpler to define, however.

3 Results and discussion

This section applies the methods of the previous section, Section 2, to the analysis of data from the Behavioral
Risk Factor Surveillance System (BRFSS), as described by Centers for Disease Control and Prevention
(2022).2 Subsection 3.1 treats the BRFSS data; Subsubsection 3.1.1 discusses results from the BRFSS in
detail. Subsection 3.2 provides pointers to an automated script for processing the popular data from Taylor
& Mickel (2014) about California’s Department of Developmental Services. Reliability diagrams (reviewed
in Appendix A) are standard, yet look to be inferior in all the results.

3.1 Centers for Disease Control’s Behavioral Risk Factor Surveillance System
(BRFSS)

This subsection applies the methods of the previous section to a weighted data set from the BRFSS of Centers
for Disease Control and Prevention (2022).3 Health departments of states in the United States regularly
conduct surveys via telephone (both landline and cellular), coordinated by the BRFSS of the Centers for
Disease Control and Prevention, which the latter aggregate and anonymize. Inter alia, the data include
responses to yes-or-no questions about health problems that the participants in the survey may have or have
had, such as those indicated in the captions to Figures 3–8. The data pair the responses to those yes-or-no
questions with the body mass index (BMI) of each individual participant, together with a sampling weight.
The data also report the individuals’ heights.

All analysis presented here encodes having or having had a given health problem with the number 1 and
encodes never having had the health problem with the number 0. The BMI is the ratio of the individual’s
weight in kilograms to the square of the individual’s height in meters. The data comes from 2022 and includes
396,326 participants with BMIs reported (this filters down from all 445,132 to only those with BMIs).

In Figures 3–8 for the present subsection, the scores are the BMIs (randomly perturbed when indicated).
In Figures 9–11, the scores are the heights in centimeters, randomly perturbed such that each individual’s
height becomes distinct from all others’.

Figures 3 and 4 compare paired samples, as in Subsection 2.1. In Figure 3, each observed pair of
responses consists of whether the corresponding individual has angina or coronary heart disease and whether
the individual has had a heart attack. In Figure 4, each observed pair of responses consists of whether the
corresponding individual has had a stroke and whether the individual has kidney disease.

Figure 5 compares a single subpopulation to the full population, as in Subsection 2.2. The responses in
Figure 5 are whether the corresponding individuals could afford to see a doctor. The subpopulation consists
of those who have had a heart attack.

2Permissively licensed open-source software which can automatically reproduce all results reported here is available at
https://github.com/facebookresearch/cumbiostats

3Public-domain data and documentation for the BRFSS is available from the Centers for Disease Control and Prevention at
https://www.cdc.gov/brfss/data_documentation/index.htm
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Figures 6–11 compare two subpopulations as in Subsection 2.3, perturbing their scores at random to
ensure that every score is distinct.

In Figures 6–8, one subpopulation consists of those who have been tested for HIV, while the other
consists of those who have not been tested; the responses are whether the corresponding individuals have
kidney disease. As with the earlier figures, the scores for Figures 6–8 are the BMIs. Each of Figures 6–8
perturbs the scores using a different seed for the random number generator.

In Figures 9–11, one subpopulation is men and the other is women. The responses are the BMIs; the
corresponding values of the covariates (used as scores) are individuals’ heights in centimeters. This analyzes
the dependency of BMI on height. These figures provide examples in which the responses can take on real
values other than just 0 and 1. Each of Figures 9–11 uses a different random seed for perturbing the scores.

3.1.1 Discussion

The cumulative graph in Figure 3 reveals that having had a heart attack is significantly and fairly uniformly
more likely than having angina or coronary heart disease for those with BMI 21 or less. Discerning that
range (less than BMI of 21) of roughly uniform discrepancy in the prevalence is difficult from the traditional
reliability diagrams displayed in Figure 3. According to Figure 3, having angina or coronary heart disease is
significantly more likely than having had a heart attack for those with BMI greater than 40. Thus, having
the chronic disease (angina or coronary heart disease) is more likely than having had the acute disease (a
heart attack) for the morbidly obese, while the opposite is the case for the very thin.

The cumulative graph in Figure 4 makes clear that having kidney disease is significantly and fairly
uniformly more likely than having had a stroke for those with BMI 35 or greater. Discerning that the
discrepancy in the prevalence is fairly uniform over that range (BMI greater than 35) is really hard using
only the traditional reliability diagrams shown in Figure 4. That kidney disease is so prevalent among the
highly obese is unsurprising, yet knowing that the increased likelihood is roughly uniform for BMI greater
than 35 may be of some interest.

The reliability diagrams in Figure 5 are difficult to reconcile with each other for BMI around 30 (Simpson’s
Paradox looks to be part of the reason). The cumulative graph makes clear that the underlying cause is a
slight aberration from the general trend of dependence on increasing BMI for BMI near 30. Figure 5 shows
that those who have had a heart attack are more likely to have been unable to afford to see a doctor than
the full population (the full population consists of both those who have and those who have not had a heart
attack) for all BMIs, but especially for BMI less than 20. However, accurately quantifying the increased
correlation for BMI less than 20 is hard using only the reliability diagrams. The cumulative graphs facilitate
quantification for the very thin of how much more correlated those who have had a heart attack are with
being unable to afford to see a doctor, which could be of interest in epidemiology. (Needless to say, estimating
any such correlations comes with the caveat that survey participants may not know or tell the truth).

Figures 6–8 illustrate that those tested for HIV are more correlated with having been diagnosed with
kidney disease than those not tested, at least among those with BMI greater than 25. However, the cu-
mulative graphs make clear that those tested for HIV are actually much less correlated with having been
diagnosed with kidney disease than those not tested for HIV, among those with BMI less than 20. The
reliability diagrams show the same phenomenon, but quantifying the size of the difference in correlations is
tricky using only the reliability diagrams — the results of the quantification depend strongly on the numbers
of bins in the reliability diagrams.

The cumulative graphs in Figures 9–11 reveal that men have higher BMI than women of the same height
for all heights, but especially so for the few very, very short people. (If the reported heights are accurate, then
such very short people probably are largely dwarfs and other little people with developmental disabilities;
note that all individuals in the survey must be 18 years or older in order to participate — all participants are
adults.) Quantifying just how much greater BMI is for men than for women among the very, very short is
very easy via the slope of the cumulative graphs, whereas quantification using the corresponding reliability
diagrams is quixotic at best.
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3.2 California’s Department of Developmental Services

A particularly popular data set was generated by Taylor & Mickel (2014) to reflect raw data from the
Department of Developmental Services of California.4 Footnote 1 of Taylor & Mickel (2014) states, “The
data set originated from DDS’s Client Master File. In order to remain in compliance with California State
Legislation, the data have been altered to protect the rights and privacy of specific individual consumers.”
An automated Python script for downloading and processing the data that Taylor & Mickel (2014) generated
is available in the associated repository from GitHub.5 The data includes the age, ethnicity/race (Asian,
Black, Hispanic, or White), and the total expenditures in dollars that the state made in a year for each
individual in the data set that Taylor & Mickel (2014) synthesized.

4 Conclusion

The cumulative statistics originally introduced in order to assess calibration, bias, and fairness in machine-
learned systems extend to the analysis of biomedical data such as that of the Behavioral Risk Factor
Surveillance System from Centers for Disease Control and Prevention (2022). The many advantages of
the cumulative approach generalize to biostatistics.

If the covariate is the only confounder, then the cumulative statistics avoid the paradox of Simpson (1951)
altogether, by never aggregating the covariate with any binnings (binning is what causes Simpson’s Para-
dox). Indeed, graphs of the cumulative differences between subpopulations display all possible aggregations
simultaneously, with the simple interpretation that the slope of a secant line connecting two points on the
graph is the (weighted) average difference between the subpopulations over the wide range of values of the
covariate between the two points.

Similarly, the Kuiper metric summarizes the graph of cumulative differences into a single summary
statistic that yields significance tests with P-values (also known as “attained significance levels”) that are
valid and converge asymptotically. In contrast, Arrieta-Ibarra et al. (2022) proved rigorously that the
conventional ECE (empirical, estimated, or expected calibration error) and ICI (integrated calibration index)
are asymptotically inconsistent, diverging as the number of observations per bin stays bounded while the
number of observations becomes large. While the ECE and ICI pertain directly to assessing calibration
of predicted probabilities and not to the more general comparison of subpopulations, the present paper
illustrates that the advantages of the Kuiper metric persist in the general setting.

As shown in the results of Section 3 above, the cumulative graph is able to display big differences that
are localized to narrow ranges of the covariate simultaneously with displaying small, noisy, yet significant
differences that require averaging over wide ranges of the covariate to detect. The conventional reliability
diagrams are unable to display both kinds of differences simultaneously. This is the basic reason why the
classical scalar summary statistics — the ECE and the ICI — diverge as the number of observations becomes
large while the number of observations per bin stays bounded: the traditional reliability diagrams intrinsically
must trade-off high resolution along the covariate axis for averaging away random noise, or else trade-off
averaging away random noise for high resolution along the covariate. In contrast, the cumulative graphs
and scalar summary statistics are able to resolve all statistically significant phenomena without compromise,
while simultaneously admitting simple, intuitive interpretations.
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Figure 3: Have angina or coronary heart disease compared with having had a heart attack, versus BMI.
Discerning the range of lowest scores (that is, the BMIs) over which the cumulative plot drops steeply is
difficult in all but the reliability diagram with the greatest number of bins. And, unfortunately, the reliability
diagram with the greatest number of bins is very noisy. The reliability diagrams also look inconsistent around
BMI of 41 (the steep incline in the cumulative graph explains why).
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Figure 4: Have had a stroke compared with having kidney disease, versus BMI. As with all Figures 3–8,
the scores are the survey participants’ BMIs. Discerning that the expected difference between having had
a stroke and having kidney disease is roughly constant for scores greater than 35 is really hard from the
reliability diagrams, due to noise when there are many bins or insufficient resolution when there are few bins.
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Figure 5: Could afford to see a doctor (rather than could not) versus BMI for those who have had a heart
attack compared with the full population (the full population includes both those who have had a heart
attack and those who have not). There seems to be a Simpson’s Paradox in the reliability diagrams for BMI
around 30. Determining the size of the difference for BMI less than 20 is impossible from any but the noisiest
of the reliability diagrams, whereas the difference is easy to quantify from the slope of the cumulative graph.
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Figure 6: Have kidney disease (rather than do not) versus BMI for those tested for HIV compared with those
not tested. Making sense for scores less than 20 of the large difference between those tested and those not
tested is very difficult using only the reliability diagrams, whereas the cumulative plot is crystal clear.
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Figure 7: Have kidney disease (rather than do not) versus BMI for those tested for HIV compared with those
not tested, with scores randomized from a different random seed (namely, 54321) than that for Figure 6 (which
used 543216789). As in Figure 6, making sense for scores below 20 of the big difference between those tested
and those not tested is hard using only the reliability diagrams, whereas the cumulative plots are clear.

16



12.03 22.14 24.21 25.83 27.46 29.53 32.01 35.95
score (S0

(j 1)/2 or S1
(j 2)/2)

0.0020

0.0015

0.0010

0.0005

0.0000

0.0005

0.0010

0.0015

C j

0.00 0.12 0.25 0.38 0.50 0.62 0.75 0.88 1.00

Aj=0.12 0.25 0.38 0.50 0.62 0.75 0.88

j/n (together with minor ticks at equispaced values of Aj)
subpop. deviation is the slope as a function of Aj

m = 396,326 (with 3,985 distinct scores prior to
randomization)
n0 = 121,203
n1 = 232,734
n = 79,551
Kuiper’s statistic = 0.003108/σ = 5.214; the
asymptotic P-value = 0.0000007
Kolmogorov-Smirnov’s = 0.001828/σ = 3.066;
asymptotic P-value = 0.004335
ATE = −0.001858/σ = −3.117 (or −0.001662/σ
= −2.788 after having averaged over 25 random
infinitesimal perturbations of the original scores)

22 24 26 28 30 32 34 36 38
weighted average of scores in the bin

0.00

0.01

0.02

0.03

0.04

0.05

we
ig

ht
ed

 a
ve

ra
ge

 o
f r

es
po

ns
es

 in
 th

e 
bi

n

reliability diagram ( W 2/ W 1 is similar for every bin)

20 25 30 35 40
weighted average of scores in the bin

0.00

0.01

0.02

0.03

0.04

0.05

we
ig

ht
ed

 a
ve

ra
ge

 o
f r

es
po

ns
es

 in
 th

e 
bi

n
reliability diagram ( W 2/ W 1 is similar for every bin)

20 25 30 35 40 45
weighted average of scores in the bin

0.00

0.01

0.02

0.03

0.04

0.05

0.06

we
ig

ht
ed

 a
ve

ra
ge

 o
f r

es
po

ns
es

 in
 th

e 
bi

n

reliability diagram ( W 2/ W 1 is similar for every bin)

20 25 30 35 40 45 50 55
weighted average of scores in the bin

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

we
ig

ht
ed

 a
ve

ra
ge

 o
f r

es
po

ns
es

 in
 th

e 
bi

n

reliability diagram ( W 2/ W 1 is similar for every bin)

Figure 8: Have kidney disease (rather than do not) versus BMI for those tested for HIV compared with those
not tested, with scores randomized from a different random seed (namely, 6789) than that for Figures 6 and 7.
The cumulative plot here is as clear as in Figures 6 and 7, whereas making sense for scores less than 20 of
the large difference between those tested and those not tested is hard using only the reliability diagrams.
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Figure 9: BMI versus height in centimeters for men compared with women. The scores for Figures 9–11
are heights instead of the BMIs used as scores for the earlier figures; BMIs are still used here, but now as
responses rather than scores. Of course, height need not “cause” the associated BMI, but a causal connection
seems more plausible with BMI depending on height rather than BMI “causing” height. Much higher BMI
for men than for women who are equally very short jumps out of the cumulative plots. Assessing how much
higher is trivial from the slope of the cumulative graph yet very tricky to divine from the reliability diagrams.
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Figure 10: BMI versus height in centimeters for men compared with women, with scores perturbed at random
starting with a random seed, 54321, that is different from the seed used in Figure 9 (which was 543216789).
The scores for these figures are heights, instead of the BMIs used as scores for the earlier figures; here, BMIs
are responses rather than scores. As in Figure 9, the cumulative plot readily reveals much higher BMI for
men than for women who report to be extremely short. The slope of the cumulative graph quantifies how
much higher, whereas the reliability diagrams are hard to interpret for the very small scores.
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Figure 11: BMI versus height in centimeters for men compared with women, with scores perturbed at random
using a different random seed (namely, 6789) than the seeds used in Figures 9 and 10. The scores for this
figure and the other two are heights, instead of the BMIs used as scores for all other figures; BMIs are still
used here, but as responses rather than scores. As in Figures 9 and 10, the cumulative plot reveals at a glance
much higher BMI for men than for women who report being very, very short. The slope of the cumulative
graph clearly quantifies how much higher, which is difficult to assess via the reliability diagrams.
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A Review of reliability diagrams

This appendix summarizes the construction from the traditional method for assessing calibration of prob-
abilistic predictions and (more generally) for comparing subpopulations. Assessing calibration of predicted
probabilities is the special case in which the responses for one of the subpopulations are simply the corre-
sponding scores, where the scores are the predicted probabilities. The traditional method is known as the
“reliability diagram” or occasionally as the “calibration plot.” Detailed discussion of reliability diagrams is
available from Bröcker & Smith (2007), Bröcker (2008), or Chapter 9 of Wilks (2019).

This appendix follows the notational conventions set at the beginning of Section 2 earlier.
The first step in constructing a reliability diagram is to choose boundaries for bins used in aggregating the

scores and responses. We denote the edges of the intervals for the bins by the real numbers B1 < B2 < · · · <
Bp−1 together with B0 = −∞ and Bp = ∞, where p is the number of bins, that is, p is the number of intervals
in a partition of the real line into disjoint intervals (B0, B1], (B1, B2], (B2, B3], . . . , (Bp−2, Bp−1], (Bp−1, Bp)
(again with B0 = −∞ and Bp = ∞). The other subpopulation can use the same bins or (more usually)
different ones constructed specifically for the other subpopulation. See below, in the penultimate paragraph
of this appendix, regarding common choices for the bins.

Given the boundaries of the bins, we form the weighted average scores

S̄q =

∑
j :Bq−1<Sj≤Bq

Sj

∑mj

k=1 W
k
j∑

j :Bq−1<Sj≤Bq

∑mj

k=1 W
k
j

(33)

for q = 1, 2, . . . , p, in the case of paired samples or when considering the full population. When the
subpopulation is instead specified by ordered pairs of indices i01, i

0
2, . . . , i

0
n0
, we form the weighted average

scores

S̄q =

∑
j :Bq−1<S

(i0j)1
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W
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(i0j)1

≤Bq
W

(i0j)2
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(34)

for q = 1, 2, . . . , p.
We also form the weighted average responses

R̄q =

∑
j :Bq−1<Sj≤Bq

∑mj

k=1 R
k
j W

k
j∑

j :Bq−1<Sj≤Bq

∑mj

k=1 W
k
j

(35)

for q = 1, 2, . . . , p, in the case of paired samples or when considering the full population. And, when the
subpopulation is instead specified by ordered pairs of indices i01, i

0
2, . . . , i

0
n0
, we form the weighted average

responses

R̄q =

∑
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(36)

for q = 1, 2, . . . , p.
The reliability diagram consists of plotting the ordered pairs (S̄1, R̄1), (S̄2, R̄2), . . . , (S̄p, R̄p) in black,

together with plotting in gray the corresponding ordered pairs associated with the other subpopulation (or
with the full population, when comparing a subpopulation to the full population).

There are two common choices for bins. The classical choice is to require the widths of the finite-width
bins to be identical, that is, B2 − B1 = B3 − B2 = · · · = Bp−1 − Bp−2. However, most literature about
reliability diagrams points to the advantages of choosing the bins such that the error bars for the bins are
roughly equal. Equalizing the error bars is possible by selecting the widths of the bins such that the ratio of
the sum of the squares of the weights for observations in a given bin to the square of the sum of the weights
in that bin is roughly the same for every bin. Remark 5 of Tygert (2021b) provides a simple algorithm for
calculating such widths for the bins. Of course, when all weights are the same, then this results in each bin
containing a similar number of observations, thus averaging away noise about as much as in every other bin.
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Figures 3–8 display reliability diagrams in which the ratio of the sum of the squares of the weights for
observations in a given bin to the square of the sum of the weights in that bin is similar for every bin. The
title of each of these reliability diagrams is commensurate, “reliability diagram (∥W∥2/∥W∥1 is similar for
every bin).” Figures 9–11 display both reliability diagrams in which the widths of the finite-width bins are all
the same and reliability diagrams in which the ratio of the sum of the squares of the weights for observations
in a given bin to the square of the sum of the weights in that bin is similar for every bin. The titles for the
former are the shorter, “reliability diagram,” while the titles for the latter are longer, “reliability diagram
(∥W∥2/∥W∥1 is similar for every bin).”
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Bröcker, Jochen. 2008. Some remarks on the reliability of categorical probability forecasts. Mon. Weather
Rev., 136(11), 4488–4502.
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